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Modeling Methodology Based on Fast and Refined
Neural Networks for Non-Isolated DC–DC

Converters With Configurable Parameter Settings
Hanchen Ge, Zhihong Huang, Student Member, IEEE, and Zhicong Huang , Member, IEEE

Abstract— Compared with conventional physics-based meth-
ods, e.g., analytical modeling and numerical modeling, data-
driven methods can extract input-to-output relationships from
the data without much prior knowledge of the physical system,
thus showing great potential in modeling power electronics (PE)
converters with complex switching behaviors and configurable
parameter settings. Previous data-driven PE circuit modeling
approaches are mostly based on sequential neural networks, and
their execution speed suffers from large sequential lengths due
to a high sampling rate for high modeling accuracy. Moreover,
modeling of refined singular ripples is missing and configurable
parameter settings are not available in these data-driven mod-
eling approaches. To address the above-mentioned issues, this
paper proposes a hybrid physics-informed machine learning
(ML) method to model the non-isolated DC-DC converters.
The approach empirically decomposes the output signals into
transient large signals and periodic small signals. For transient
large signals, a fully-connected neural network (NN) is used to
map circuit parameters with system characteristics, such that
configurable circuit parameter settings are allowed. For periodic
signals, a long short-time memory (LSTM) network together with
convolutional neural network (CNN) is used to accelerate the
simulation by predicting signal features in the compressed latent
space. A buck converter with configurable parameter settings is
modeled by the proposed hybrid physics-informed ML method.
Periodic ripples are successfully generated, while execution speed
is about 10 times faster than that of conventional numerical
methods.

Index Terms— DC–DC converter, physics-informed machine
learning, modeling, signal decomposition.

NOMENCLATURE
F(x(t); p), a Ideal model of DC-DC converters and

initial conditions.
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F(x(t); p) Transient signal model of DC-DC
converters.

F̃(x(t); p) Periodic signal model of DC-DC
converters.

s(t), cs Output signal and its channel number.
x(t), cx Excitation input signal and its channel

number.
p, cp Parameter input and its channel number.
uk Concatenation of parameter and excitation

inputs, in discrete form.
hzs(t; p) Zero-state unit impulse response of a sys-

tem with parameter p.
hzi(t; p) Zero-input unit response of a system with

parameter p.
h(t; p), pimp Concatenation of hzs and hzi , and its rep-

resentation in vector, also regarded as the
representation of linear system
characteristics.

s(t) Transient output signal.
s̃(t), s̃raw k Periodic output signal and its preprocessed

form after discretization, subsection and
resampling.

ok, co Latent representations of s̃raw k , and its
channel number.

α Amplitude of s̃(t).
γ Resample rate for s̃(t).
far, famp LSTM and fully connected NN in the peri-

odic signal model.
fDNN Fully-connected NN in the transient signal

model.
G, Q, D Generator, Encoder, and Discriminator

network.
w, kp Size of the perceptive field of CNNs and

the number of signal peaks in each percep-
tive field.

N , E, S Shape of data in tensors, represents the
batch size, channel number, and sequence
length respectively.

n, m Order of circuits, the number of switching
states in each switching period.

nv, nb, ns Number of nodes, branches and PE
switches in a circuit.

r Signal resolution.
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I. INTRODUCTION

THE real-time performance of modeling and simulation
of Power Electronics (PE) converters has been always

in hot pursuit. At present, Industry 4.0 application scenarios
such as the automatic design of power electronic circuits and
digital twins have put forward higher requirements for the
fast speed of circuit modeling and simulation [1]. However,
commercially-used numerical simulation methods are not fast
enough, especially when modeling PE converters with a high
sampling rate, strong nonlinearity, complex and variable topol-
ogy, and control logic [2], [3]. Thus, the real-time requirements
are still challenging the numerical methods. In recent years,
data-driven modeling methods are showing great advantages in
speed and have been used in many fields such as electromag-
netic field simulation [4]. Moreover, large physical data can
be collected thanks to the rapid development of industrial IoT,
which supports data-driven modeling methods, as is shown
in Fig. 1(a). Therefore, this paper explores the possibility of
using data-driven methods for PE modeling.

Three categories of modeling methods for PE converters
are comprehensively summarized in Fig. 1(b). In general,
there are physics-based, physics-informed data-driven, and
purely data-based methods [5]. The physics-based method, like
the analytical and numerical methods, assumes that PE and
mathematical fundamentals are prior knowledge for building
and solving system equations respectively. The purely data-
based methods, like fully-connected NNs, rely on a large
number of data and find the relationship between the input
and output without knowing any physics [6]. The physics-
informed data-driven methods, like neural operators, merge
the aforementioned methods to lower the requirements of data
and make the predictive result comply with the physics [7].
Moreover, based on computational structures, each method can
be further classified into sequential and operator structures [8].
The operator structure maps the initial conditions directly into
outputs, while the sequential structure solves the problem step
by step.

As shown in the first column of Fig. 1(b), the physics-based
approach includes numerical methods and analytical methods.
Numerical methods are mostly based on sequential structures,
to be specific, step-by-step ordinary differential equations
(ODEs) solvers [9], [10]. Such sequential structures can be
considered as a cause-and-effect chain that can emulate the
real world, which is a significant characteristic of numeri-
cal methods. With the sequential structures, the numerical
methods are flexible enough to model any PE converters
regardless of whether they are linear or not. However, the
sequential structures suffer from low speed because the solving
process is step by step and cannot be made parallel, especially
when a high sampling rate is required for high modeling
accuracy [11]. On the contrary, analytical methods, including
the time domain method and the complex frequency domain
method, are to symbolically solve the ODEs of the circuits
and get explicit solutions. Such symbolic methods are fast
and stable for linear circuits, as those explicit solutions can
map the initial conditions directly into the result. However,
it is difficult to symbolically solve nonlinear ODEs, and

Fig. 1. Modeling of physical plants for digital twins and an overview of
modeling methods.

the nonlinear circuits have to get linearized, resulting in
accuracy degradation. Moreover, the complicated switching
behaviors within the PE circuit always change the circuit
topology, which leads to variations of ODE forms. The speed
of the analytical method will suffer from the frequent changes
of ODEs.

Data-driven methods can be categorized into operator and
sequential structures. Currently, networks with operator struc-
tures have seldom been applied in circuit modeling, while
data-driven modeling for PE converters is most based on
sequential structures. Sequential networks, such as RNN,
LSTM and Transformer Decoder [12], [13], assume time
invariance and their forms are very similar to the discrete
state equations of circuits and the numerical iterative equa-
tions of ODEs [14]. Although some studies have carried out
data-driven methods based on sequential structures to model
the electrical signals [1], [15], [16], [17], [18], [19], it should
be pointed out that, they are based on series and step-by-step
calculations, which is the bottleneck of speeding up. In some
other research fields, such as speech recognition and gener-
ation, operator structures like CNN [20] are more common
with speech signals quantized into finite-size segments [21],
[22]. Text-to-speech (TTS) studies like [23] use generative
adversarial nets (GAN) [24] for speech generation, which
means voices can be generated based on speech features such
as phonogram, duration, and tunes. In some studies, sequential
natural language processing (NLP) NNs such as BERT [25]
can be added to the TTS network. Such a hybrid structure not
only achieves speed advantages but also has wider receptive
fields. Moreover, they are not prone to gradient vanishing
problems, and the output results are more refined. Although the
data-driven methods are generally faster, their generalization
performance and accuracy are still challenging. For the ODEs
of PE converters, the inputs and outputs are distributed in
Banach spaces, and it is difficult to grasp the overview of the
ODE only by finite-sized function samples [26]. For example,
a PE converter can operate in a wide frequency range, and
thus a large number of data with a wide range of frequencies
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are required if a time-domain sequential network is used
for modeling [1]. The final prediction will lose generaliza-
tion performance outside the frequency range of the dataset.
Moreover, to support configurable circuit parameters, a whole
family of ODEs is involved, and the amount of data will
be further expanded, which significantly makes the network
training difficult.

To be summarized, there are three major challenges when
using data-driven methods for PE converter modeling as
follows.

(a) A commonly-used network structure requires too much
data, which makes it difficult to handle the configurable
parameter settings.

(b) A sequential network structure is based on step-by-step
calculations, which is the bottleneck of speeding up.

(c) The limited receptive field results in a loss of details such
as periodic signal components.

To address these issues, some certain prior knowledge
can be introduced to train the network, which is usually
called physics-informed machine learning (PiML) [5], [27],
[28]. PiML methods incorporate the physics-based and purely
data-driven methods by introducing bias, such as inductive
bias, observation bias, and learning bias, via the network
structure, observation data, and loss function. Such that, the
generalization performance can be enhanced with datasets
reduced. In recent years, PiML has achieved remarkable
results in fitting ODEs or partial differential equations and
is successfully applied in simulations of electromagnetic
field, fluid and thermal heat [7], [8], [29], [30]. Compared
with the above-mentioned simulations, the PE converters sys-
tems are more complex in terms of their nonlinearity and
variable ODEs.

To the best of our knowledge, modeling of PE converters
with PiML methods has not yet been reported, which motivates
us to investigate its feasibility. In this paper, a hybrid physics-
informed machine learning (PiML) method is proposed to
model the non-isolated DC-DC converters. The approach
empirically decomposes the output signals of non-isolated
DC-DC converters into transient large signals and periodic
small signals. For transient large signals, a fully-connected
NN is used to map circuit parameters with system char-
acteristics, such that configurable circuit parameter settings
are allowed. For periodic signals, LSTM together with CNN
is used to accelerate the simulation by predicting signal
features in the compressed latent space. A buck converter
with configurable parameter settings is modeled by the pro-
posed hybrid PiML method to validate its efficacy. Periodic
ripples are successfully generated, while execution speed is
about 10 times faster than that of conventional numerical
methods.

The structure of this paper is as follows: Section II
reveals the critical signal issues of modeling PE con-
verters and proposes to decompose signals into transient
and periodic components. Section III details the modeling
approaches for the transient and periodic signals. Section IV
validates the proposed method, and a conclusion is given in
Section V.

Fig. 2. The modeled Buck converter.

II. PROBLEM STATEMENT AND SIGNAL PREPROCESSING

A. Problem Statement
The basic notations of this paper are defined in the nomen-

clature, in which vectors are in the form of lowercase bold
italic letters. In addition, notations for the special Buck con-
verter example are defined in Fig. 2.

In general, an ideal mathematical model for a DC-DC
converter can be illustrated by F(x(t); p) and initial
conditions a:

s(t) = F(x(t); p), and (1)
s(0) = a, (2)

where F(x(t); p) is the ideal mathematical model of DC-DC
converter systems, which is a family of operators that map
between the function spaces. p is the parameter input, which
determines the system’s inherent characteristics and is fixed
through time. x(t) is the excitation input, which does not
affect the inherent characteristics. s(t) are the output signals
(states).

In addition, two assumptions are made for the mathematical
model of the DC-DC converter system F(x(t); p):
(a) All the resistors, capacitors and inductors in the system

are linear components.
(b) The switching pattern of the system is periodical, and the

number of switching states is finite.
The object of this paper is to propose a data-driven method

that models DC-DC converters, which fits the mathematical
model F(x(t); p) using NNs and maps the inputs x(t) and p
into the outputs s(t).

As shown in Fig. 2, a Buck converter is taken as an example
to illustrate the proposed NN-based modeling methodology.
The mathematical model of the Buck converter can also be
expressed as (1) and (2), where the excitation input x(t),
the parameter input p and the system outputs s(t) are given
as

s(t) = [uC (t), iL(t)]T, (3)

x(t) = [us(t), D(t)]T, and (4)

p = [R, L , C, T ]T. (5)

This modeling methodology can also be extended to the
rest of typical non-isolated DC-DC converters, such as Boost,
Buck-Boost, Cuk, Sepic and Zeta converters.
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Fig. 3. An example of the output uC (t) and the decomposed transient
components under step excitation inputs and zero states.

B. Signal Decomposition

In the non-isolated DC-DC converters, the power switch
periodically changes the circuit topology and chops the output
signals into singular segments. Taking the Buck converter as
an example, the output signal uC (t) is depicted in Fig. 3
with the circuit parameters fixed and the initial system states
set as zero. Such a singular signal has ultra-wide frequency
and amplitude ranges, which is challenging to model by an
end-to-end NN.

Therefore, a signal decomposition scheme is proposed.
In this scheme, the outputs are decomposed into a
slow-changing transient signal component s(t) and a singular
periodic signal component s̃(t), given by

s(t) = s(t)+ s̃(t), (6)

where the periodic signal component s̃(t) results from the
switching events, and the transient signal component s(t)
results from the states of the energy storage elements like
inductors and capacitors. The characteristics of these two
signal components are different, i.e., the former is periodic,
singular, and fast-changing; the latter is aperiodic, differen-
tiable, and slow-changing. Hence, different modeling methods
are used to model these two components separately, given by

s(t) = F(x(t); p), and (7)

s̃(t) = F̃(x(t); p). (8)

It should be noted that such a signal decomposition method
is different from conventional methods such as Fast Fourier
Transform (FFT) [31] and Empirical Mode Decomposition
(EMD) [32]. The difference is that the differentiable and
non-periodic transient components like exponential signal are
fully reserved for post-processing.

A general decomposition procedure is given as follows, and
a pseudo-code for the proposed signal decomposition is shown
in Algorithm 1.
(a) The exact form of the output signal s(t) is first derived.

An nth-order DC-DC converter with m states in each
switching period can be expressed by a group of linear
ODEs:
Ln1(s(t)) = λ1x(t), t ∈ (kT, kT + t1)
Ln2(s(t)) = λ2x(t), t ∈ (kT + t1, kT + t2)
· · ·

Lnm(s(t)) = λm x(t), t ∈ (kT + tm−1, (k + 1)T )

(9)

Algorithm 1 The Proposed Signal Decomposition Method
Input: An 1xS array of discrete signal s(t), the switching

period array 1xn T
Output: (n+1)xS arrays of discrete signal s(t), s̃(t)

1: for i ← 1 to n do
2: peak_indices ← scipy.signal.find_peaks(s(t))
3: For a peak detection failure, set peak_indices by T[i] in

equal difference
4: Initialize sample_indices, segment_ave
5: for j in peak_indices do
6: Subsect s(t) into segments by peak_indices
7: sample_indices[j] ← the middle index of segment j
8: segment_ave[j] ← the average of segments
9: end for

10: end for

where Lnm are linear differential operators, λ are con-
stants, ti is the moment when the i th switching event
happens. The solutions of the i th ODE include a general
solution si (initial_condition, t) and a particular solution
s∗i (inhomogeneous_term, t). The solutions in the period
k are given by

s(t) =



s1(s(kT ), t ′)+ s∗1(λ1x, t ′), t ′ ∈ (0, t1]
s2(s(kT + t1), t ′ − t1)+ s∗2(λ2x, t ′ − t1),

t ′ ∈ (t1, t2]
· · ·

sm(s(kT + tm), t ′ − tm)+ s∗m(λm x, t ′ − tm),

t ′ ∈ (tm, T ]
(10)

where t ′ = t + kT .
(b) The transient signal component s(t) is then determined.

The value of s(t) at the midpoint of each period is
determined as the average throughout the period, given
by

s(kT +
1
2

T ) =
1
T

∫ (k+1)T

kT
s(t)dt (11)

Since the value of s at t = kT +0.5T are determined, the
full s(t) can be obtained by the cubic spline interpolation.
Moreover, since Ln is linear, its solution s(t) is correlated
linearly with the excitation inputs x, and so does s(t) as
it correlated linearly with s(t):

s(t) ∝ x(t). (12)

(c) The period signal component s̃(t) is finally calculated
according to (6).

s̃(t) = s(t)− s(t) (13)

To be specific, the Buck converter is taken as an exam-
ple. The form of its output signal u R(t) = uC (t) can be
approximately derived. C = 0 is assumed for simplification.
According to the ON and OFF states of the power switch,
the Buck converter can be expressed as a piecewise ODE
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corresponding to (9), given by

L
R

u′R + u R =

{
us, t ∈ (kT, kT + ton]

0, t ∈ (kT + ton, (k + 1)T ]
(14)

where ton = DT . The solutions of (14) are given by

u R(t) =


u R(kT )e−

t−kT
τ + us(1− e−

t−kT
τ ),

t ∈ (kT, kT + ton]

u R(kT + ton)e−
t−kT−ton

τ ,

t ∈ (kT + ton, (k + 1)T ]

(15)

where τ =
√

L/R. It can be observed that the solutions are
consistent with (10).

Based on Lagrange’s mean value theorem, the average of
each period can be approximated by the average of peaks and
troughs. Assuming that u R(kT + ton) = upeak k and u R(kT ) =

utrough k , with (11), the average can be calculated as

u R(kT +
1
2

T ) =
1
T

∫ (k+1)T

kT
u R(t)dt

≈
upeak k + utrough k

2

≈ us D(1− e−
T
τ

k)
1
2
(1+ e−

T−ton
τ ) (16)

where

upeak k = upeak k−1e−
T
τ + us(1− e−

ton
τ )

= us(1− e−
ton
τ )

1− e−
T
τ

k

1− e−
T
τ

≈ us D(1− e−
T
τ

k) (17)

utrough k+1 ≈ us D(1− e−
T
τ

k)e−
T−ton

τ . (18)

Finally, the full signal of u R(t) can be obtained by inter-
polation, while the period signal component can be calculated
by

ũ R(t) = u R(t)− u R(t). (19)

III. PROPOSED MODELING METHODOLOGY

A. Modeling Approach For Transient Signals

As was depicted in Section II-B, the transient signals are
aperiodic, slow-changing, and proportional to the excitation
inputs according to (12). Introducing the biases about linear
systems can make the model understand the intrinsic charac-
teristics of the system and therefore improve the generalization
performance of the NNs.

As is shown in Fig. 4, the transient signal model F(x(t); p)

has introduced such inductive biases about linear systems.
A group of simple fully-connected NNs is trained to map
the parameter inputs into the linear system characteristics.
The outputs are computed according to the linear system
characteristics, excitation inputs and initial conditions.

In this section, the building and predicting processes of the
transient signal model are illustrated respectively, and then a
Buck converter example is presented.

1) Three Steps to Building the Transient Signal Model:
First is to generate the output signal dataset that reflects
the linear system characteristics. Such characteristics can be
depicted by the zero-state unit impulse responses hzs(t) and
the zero-input unit state responses hzi(t). For an nth-order
DC-DC converters with cx channels of excitation inputs, the
hzs(t) and hzi(t) can be generated by numerical methods or
experimental measurements, as given by

hzs(t; p) = F ′(ε(t)Ic; p), s(0) = 0n×c (20)

hzi(t; p) = F(0n; p), s(0) = In (21)

where hzs(t) is a n × cx function matrix and is generated by
differentiating the unit step responses, hzi(t) is a n×n function
matrix, they can be concatenated into a n × (cx + n) function
matrix h(t). I j is the j th-order unit matrix, and ε(t) is the
unit step signal.

Then, the system characteristics h(t) are compressed into
finite dimensions vectors pimp since they are infinite-length
signals and cannot be directly treated as the output of NNs.
Two methods of compression for h(t) are proposed.
(a) The first method is to simply discard the close-to-zeros

part and downsample into a finite-length vector, as h(t)
usually tends to diminish to zero because of the inevitable
energy losses in a source-free system. This process is
specified by p(h(t))

pimp = p(h(t)), if limt→+∞ h(t) = 0 (22)

(b) Another method is to fit the impulse response h(t) into
analytic parameters, in which the order of the linear
system has to be known. e.g. For a 2nd order linear ODE,
in the over-damping case, the h(t) are in the form of

h(t; pimp) = C1eλ1t
+ C2eλ2t

+ C3,

pimp = [C1, C2, C3, λ1, λ2]
T. (23)

The gradient descent method under PyTorch is used
to find out those parameters pimp, choosing the Adam
optimizer and MSE loss. The key that guarantees the
iteration convergence is to set a proper initial value
(0,0,0,0.1,1, respectively) and learning rate(0.01 for λs
and 0.1 for Cs).

Finally, fully-connected NNs are trained to map parameter
inputs into system characteristics. There are overall n×(cx+n)

fully-connected NNs to be trained, as given by

pimp = fDNN( p). (24)

Commonly-used training methods, such as Adam optimizer
and mean square error (MSE) loss, can be used for the
proposed fully-connected NNs.

2) The Predicting Process of the Transient Signal Model:
First, the system characteristics h(t) are predicted by the fully
connected NNs, specified as

h(t) = p−1( pimp)

= p−1( fDNN( p)) (25)

where p−1 is the decompress process.
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Next, since the system characteristics hzs(t) and hzi(t) are
predicted, the overall outputs of the system can be calculated
as a superposition of a variety of responses, given by:

s(t) = hzs(t; p) ∗ x(t)+ hzi(t; p)s(0),

s(0) = a (26)

where ∗ is the signal convolution operator that follows the
rules of matrix multiplication. x is a cx × 1 function vector,
and a is a n × 1 vector.

In (26), the parameter inputs p are all fixed. However,
variable parameter inputs such as a sudden step change of
load have to be considered as well. The variable parameter
inputs would impose a dynamic variation on the system
characteristics while the system states remain static. In the
proposed method, the parameter changes are treated as events
that update system characteristics and restart the signal convo-
lution. For example, if there is a sudden step of load specified
as p

te
−→ p′, the outputs can be computed as

s(t) =

{
hzs(t; p) ∗ x(t)+ hzi(t; p)s(0), t ∈ (0, te)
hzs(t; p′) ∗ x(t)+ hzi(t; p′)s(te), t ∈ (te,+∞)

(27)

3) Modeling the Buck Converter as an Example: To be
specific, the Buck converter is again taken as an example. The
basic equations of the transient model for the Buck converter
are given as follows, which corresponds to (20), (21) and (26).

[hCzs(t), hLzs(t)]T = F
′
(ε(t); p), a = [0, 0]T

[hC1zi(t), hL1zi(t)]T = F(0; p), a = [1, 0]T

[hC2zi(t), hL2zi(t)]T = F(0; p), a = [0, 1]T
(28)

[uC (t), i L(t)]T = [hCzs(t), hLzs(t)]T ∗ us(t)

+ [hC1zi(t), hL1zi(t)]TuC (0−)

+ [hC2zi(t), hL2zi(t)]TiL(0−), (29)

where initial conditions a = [uC (0), iL(0)]T, hzs(t) is a 2 ×
1 function matrix and hzi(t) is a 2× 2 function matrix for the
Buck converter model.

Suppose that the load resistance R changes to R′ at the
moment te:

p = [R, L , C, T ]
te
−→ p′ = [R′, L , C, T ], (30)

when t ∈ (0, te), the outputs [uC (t), iL(t)] can be computed
by (29). And since the states uC (te), iL(te) are known, when
t ∈ (te,+∞), the outputs could be computed as

[uC (t), i L(t)]T = [h′Czs(t), h′Lzs(t)]
T
∗ us(t)

+ [h′C1zi(t), h′L1zi(t)]
TuC (te)

+ [h′C1zi(t), h′L1zi(t)]
TiL(te), (31)

B. Modeling Approach for Periodic Signals

The periodic signals result from complicated switching
events and range widely in frequencies and amplitudes with
high sampling rates. It’s difficult for common sequential
NNs to generate long sequences without gradient vanishing
problems, and to generalize across a wide domain of inputs.

Fig. 4. Structure of the proposed transient signal model.

Fig. 5. Structure of the proposed periodic signal model.

In addition, the speed of prediction is also a major challenge.
Hence, learning bias about frequencies and amplitudes has to
be introduced.

In this section, the NN structure of the proposed periodic
signal model is introduced first, and the processes of building
and predicting are also illustrated respectively.

1) The NN Architecture of the Periodic Signal Model:
As shown in Fig. 5, a multi-layer architecture that consists
of an LSTM layer and a set of parallel upsampling CNNs
(also called generators) is proposed to model the periodic
signals. In the periodic model, the excitation inputs and
parameter inputs are treated equally and concatenated into
uk , which is different from the transient model. LSTM far
is used to generate latent periodic signal features o, such as
amplitude and shape. The generators G then convert those
latent representations into raw periodic signal chunks s̃raw k
concurrently.

In the proposed NN structure, LSTM is chosen rather
than other sequential NNs such as Transformer Decoder to
accelerate the speed of predictions. Even though LSTM has
the potential to model infinite dimension vectors (signals), its
memory (receptive field) is not long enough to gain a full
overview of signals, especially at a high resolution. To address
this issue, CNN [20] is used to embed chunks of signals into
latent representations. Transposed CNN, which is a special
kind of upsampling CNN, is used to recover the chunk of
signal from its latent representations. With the LSTM working
in latent space, the CNNs are able to generate high-resolution
signals chunk-by-chunk by predicting signal features in the
compressed latent space, thus could be faster than single-layer
sequential networks.
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Fig. 6. The training method of InfoGAN.

2) Three Steps to Building the Periodic Signal Model:
First is to generate the training set with random parameter
and excitation inputs uk . The output signals generated by
numerical methods or experiments are preprocessed before
getting used as the training data.
(a) Periodic signals in the training set are resampled into

a fixed frequency ftrain according to the receptive field
of CNNs w, in which the number of periods in each
receptive field kp is fixed, given by

ftrain =
rkp

w
. (32)

(b) The signals are zoomed vertically into the same ampli-
tude, with their original amplitudes logged as α. This
step could be skipped in some cases where the amplitude
range is small.

(c) The signals are chopped into equilong chunks s̃raw k ,
in which the chunk length is equal to the CNN receptive
field w.

Then, The CNN generators are then trained based on
an unsupervised technique called InfoGAN [33]. InfoGAN
is an information-theoretic extension of the original GAN
which encourages it to learn interpretable and meaningful
representations, making the training process easier. As is
shown in Fig. 6, InfoGAN consists of a Generator G(o),
a Discriminator D(̃sraw), and an Encoder Q(̃sraw). G is a
transpose CNN, while others are normal CNNs. The G tries
to generate samples that make D not discriminable based
on random noise o. D and Q are CNNs that share the first
few layers. D discriminates whether the sample is generated
by G or from the dataset. Q tries to restore o from the
samples that G generated, in order to make sure that o
is not lost while generation, such that, samples that are
not relevant to the latent representations won’t be generated
(over-fitting). The training process of the InfoGAN is as
Algorithm 2.

Finally, The LSTM layer far is trained based on the trained
encoders Q, as is illustrated in Fig. 7(a) and Algorithm 3.
An additional fully-connected NNs famp is also trained to
predict α if the data has been zoomed vertically.

3) The Predicting Process of the Periodic Signal Model:
The predicting process is an inversion of training, as illustrated
in Fig. 7(b). First, the input sequence uk is fed into LSTM far
and turned into the latent representations o. The amplitude α is
also predicted. Then, s̃raw is generated by G, and zoomed back
into the original amplitudes α. Finally, these signal segments
are resampled into s̃(t) to be aligned with the periodical

Algorithm 2 Minibatch Stochastic Gradient Descent Training
of InfoGAN. N Is Batch Size

1: for i = 1 to training iterations do
2: Sample a batch of N vectors o from random distribution

as a latent representation.
3: Get a batch of N samples s̃raw from the dataset.
4: Update θD by ascending the entropy loss:

∇θD ave[log D(̃sraw)+ log(1− D(G(o)))]

5: Update θG by ascending the entropy loss:

∇θG ave[log(1− D(G(o)))]

6: Update θG & θQ by ascending the MSE loss:

∇θG,Q ave[mse(o, Q(G(o)))]

7: end for

Fig. 7. The training and predicting process of the LSTM layer.

TABLE I
RANGE OF PARAMS IN THE DATASETS

switching events. This process can be specified by

ok = far(uk), (33)
αk = famp(uk) (34)

s̃raw k = G(ok)αk, (35)
s̃(t) = resample(̃sraw, f/ ftrain) (36)

IV. EXPERIMENTAL VERIFICATION

A. Data Acquisition and Preprocessing

MATLAB/Simulink is used to simulate a Buck converter
with parameter settings given in Table I, and the simulated
results are sampled to generate datasets in mat 7.3 formats. The
output signals uC and circuit parameters p are sampled in the
size of (N , E, S) = (8000, 1, 90000) and (N , E) = (8000, 5)

respectively, where N , E and S are the sample number,
channel number, and sequence length respectively.
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Algorithm 3 Minibatch Stochastic Gradient Descent Training
of LSTM

1: Fix θQ as Q was already trained.
2: for i = 1 to training iterations do
3: for (a batch of data s, label u) in dateset do
4: o← Q(s)
5: ô← far(u)

6: Update θar by descending the MSE loss:

∇θar ave[mse(o, ô)]

7: end for
8: end for

Three different training settings are configured to generate
and record data of uC and p, and they are as follows.
(a) The parameter inputs p are set as random, while the us

input is set as step signal.
(b) The initial voltage of the capacitor is set as uC (0) = 50V .
(c) The initial current of the inductor is set as iL(0) = 1A.

Data processing includes 5 steps, and they are as follows.
First, the outputs of uC (t) are decomposed into transient and
periodic components by using the proposed peak-averaging
digital filter Algorithm 1 detailed in Section II-B. Second,
the transient signals of step responses are differentiated into
impulse responses and compressed for training the transient
model. Third, the periodic signals are chopped into chunks
with kp = 20. Fourth, the periodic segments are resampled
into the same length as the receptive field w of the discrim-
inator and the resampling rate is recorded as γ for training
the periodic signal model. Fifth, the amplitudes of periodic
segments are normalized and then fed into the discriminator
network for the training of the periodic signal model.

B. NN Settings

Multiple 1-dimensional CNN generators/discriminators with
various receptive fields are designed for the periodic signal
model. The InfoGAN v1 is a lightweight structure with a
receptive field w = 398. The InfoGAN v2 is a deeper structure
with a receptive field w = 798. The InfoGAN v3 and later are
deep, residual [34] structures with larger receptive fields. The
length of the receptive field is chosen based on the specific
requirements of precision. In the Buck converter case, the
InfoGAN v2 is selected, and its detailed structure is shown
in Table II.

For the 1D convolutional GANs, a fully-connected hidden
layer is necessary, which is different from the guidelines in 2D
DCGAN [35]. We used the Adam optimizer with a learning
rate of 0.001 and trained them for 200 epochs.

Table III shows the design of the LSTM layer far in
the periodic model and the fully-connected networks in the
transient model fDNN.

C. Prediction Results and Error Analyses

The predictions of periodic and transient signals are shown
in Fig. 8 and Fig. 9 respectively. The circuit parameters can be

TABLE II
THE DETAILED STRUCTURE OF INFOGAN V2

TABLE III
THE DETAILED STRUCTURES OF far AND fDNN

TABLE IV
EVALUATION OF ERROR WITH 32 RANDOM TEST SAMPLES

arbitrarily set, while the duty cycle is randomly step changed
every 0.03s. The resolution is set to 106/s. The blue curve
indicates the predicted result, while the red curve indicates
the ground truth plotted with the datasets. By adding the
predictions of transient and periodic signals, the prediction of
the full signal uC (t) is depicted in Fig. 10. It can be observed
that blue curves fit the red ones under different scenarios
even though errors exist. The error is measured by mean
absolute error (MAE), relative absolute error (RAE) and mean
absolute percentage error (MAPE), which are listed in the
figure captions. The MAPE cannot be calculated for periodic
signals because the ground truth can be zero.

Apart from the examples shown in Fig. 8, Fig. 9 and Fig. 10,
32 random test samples are evaluated in total. The results are
shown in Table IV. Qualitative analyses about the key factors
for errors and possible solutions are given as follows.
(a) The noise induced by signal decomposition. The pro-

posed decomposition method is based on averaging and
interpolation, which may introduce noise into the dataset
and contributes to the prediction error, especially when
transient signals are changing rapidly. e.g. In the periodic
signal dataset, the amplitudes are not static due to the
noises resulting from decomposition, the fully-connected
NN famp would thus suffer from low precision. Such
an issue may be addressed by unifying the transient and
periodic model to avoid signal decomposition.
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Fig. 8. The predictions of the periodic signal model ũC (t).

(b) The over-fitting issue and unsmooth latent spaces.
In the proposed periodic signal model, even though
InfoGAN does help to alleviate over-fitting issues, the
problem still exists, which contributes to the prediction
error. Unsupervised training techniques may make latent
space unsmooth and thus difficult for the LSTM layer
to converge. Such issues may be addressed by shrinking
the latent space dimensions and increasing the number of
parameters in the LSTM layer. Another solution to this
issue is to introduce supervised learning approaches such
as conditional GAN.

(c) The compression of system characteristics. In the
proposed transient signal model, the compression of h(t)
would result in a loss of information, and introduce
another term of error. However, a more precise compres-
sion setting may help to mitigate this issue.

D. Time Complexity and Speed Analyses
To evaluate the performance of the proposed modeling

method, a comprehensive comparison is made with the numer-
ical approach by taking the time complexity and computation

Fig. 9. The predictions of the transient signal model uC (t) with random D
variations and circuit parameter settings.

Time into consideration. A numerical approach based on the
widely-used Forward Euler’s method is used [10].

Supposed there are S timesteps in the simulation and there
are ns active and passive switches, nv nodes, nb branches,
and n components having state variables (order of the circuit)
in the PE converters, pd is the probability of state change of
the passive switches. For example, nv = 4, nb = 6, ns =

2, n = 2, pd = f/r ∈ (0.005, 0.02) for a Buck converter.
The computation cost of the numerical-based Forward Euler’s
method can be calculated based on Table V. There are six
steps and their corresponding computation cost are highlighted
in the table. Such that, the overall cost can be calculated by
taking the sum and given by

O(S(n + ns + (1+ pd)(2nb + nv − 1)3)) (37)

On the other hand, the computation cost of the proposed
method can be evaluated as follows. Supposed there are
cp channels of parameter inputs, cx channels of excitation
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Fig. 10. The predictions of the overall signal uC (t).

TABLE V
TIME COMPLEXITY ANALYSIS OF THE FORWARD EULER METHOD

inputs, cs channels of outputs, and w is the receptive field of
transposed CNNs. For the buck converter, the corresponding
parameters are cp = 3, ci = 2, cs = 1, w = 798. The
computation cost of the proposed method can be calculated
based on Table VI. Basically, there are four steps and their

TABLE VI
TIME COMPLEXITY ANALYSIS OF THE PROPOSED MODEL

TABLE VII
SPEED TEST RESULTS OF THE BUCK CONVERTER MODELS

corresponding computation cost are highlighted in the table.
Such that, the overall cost can be calculated by taking the sum
and given by

O(cp + nS + (cp + cx + cs)S/w) (38)

To sum up, the time complexity of the Forward Euler’s
method correlates linearly with the number of timesteps,
and by order of 3 correlates with the number of nodes and
branches. The number and frequencies of passive switches
also have an impact. The time complexity of the proposed
method only correlates linearly with the number of channels
and timesteps, while the circuit topologies are not relevant.
Under current settings, if the number of timesteps S is
considered, the time complexity of the proposed method is
O(2.007S), which is a lot smaller than the Forward Euler’s
method O(3448.5S).

A comparison of practical execution time is also made
between the proposed method and the Forward Euler’s meth-
ods under different platforms or settings. To make the com-
parison fair enough, all the methods are run on an identical
platform, i.e., PyTorch platform. In addition, the commercially
optimized Forward Euler’s method in Matlab/Simulink is also
considered. Each method is tested 32 times and the average of
the results is taken. The simulation time and sampling rate are
set as 0.09s and 106/s respectively. The hardware configura-
tions are Intel Core i9-12900K CPU and Nvidia GeForce RTX
3090Ti. The results are summarized in Table VII. The costs of
the first time are listed since they include the time for PyTorch
and Simulink loading the model and are longer than others.
It can be observed that the proposed method is about 10 times
faster than the Forward Euler’s method in PyTorch platform.
Even compared with the commercially optimized Backward
Euler’s method on the Matlab/Simulink platform, the proposed
method is faster.
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V. CONCLUSION

This work proposes a novel hybrid PiML approach for the
non-isolate DC-DC converters, which supports configurable
parameter settings, accelerates the speed and can generate
refined ripples. The approach decomposes the output signals
into transient large signals and periodic small signals. For
transient large signals, a fully-connected NN is used to map
circuit parameters with system characteristics, such that con-
figurable circuit parameter settings are allowed. For periodic
signals, LSTM together with CNN is used to accelerate the
simulation by predicting signal features in the compressed
latent space, such that refined ripples are generated. A buck
converter with configurable parameter settings is modeled by
the proposed hybrid PiML method to validate its efficacy.
Experiments show that the approach is about 10 times faster
than the numerical solvers based on the Forward Euler’s
method.
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